
Combining 
Datasets with 
Different Label Sets 
for Improved 
Nucleus Segmentation 
and Classification
 

 

BIOIMAGING 2024

A M RU TA PA RU L E K A R , U T K A R S H
K A N WA T, R AV I K A N T G U P TA ,
M E D H A C H I P PA , T H O M A S J A C O B ,
T R I P T I  B A M ETA ,  S WA P N I L  R A N E ,  
A M I T  S ET H I .

I N D I A N  I N S T I T U T E  O F  T E C H N O L O GY,  
B O M B AY ,  M U M B A I ,  I N D I A

T A T A  M E M O R I A L  C E N T R E - A C T R E C  
( H B N I ) ,  M U M B A I ,  I N D I A



Introduction 

Histopathology images are images of stained, biopsied tissue, which are used to clearly view specific 

cells and tissue abnormalities and to diagnose diseases like cancer and eosinophilia.

Using deep learning  techniques for nuclei instance segmentation and classification in histopathology 

images helps in the timely diagnosis, giving patients an improved prognosis.

Most annotated open-source histopathology datasets differ in the sets of nuclei class labels, 

magnification, source hospitals, scanning and staining equipment, organs, and diseases.

This proves as a challenge to clinical deployment of models trained on these datasets as they do not test 

well on custom hospital data.

Hence, for better domain generalization, we need to perform combined training over multiple datasets 

having different class labels, existing methods for which are unsatisfactory.



Aims and objectives

We propose a method to train DNNs for instance segmentation and classification over multiple 
related datasets for the same types of objects that have different class label sets.

• Address the issues of class imbalance, staining variability and magnification differences in 
different nuclei segmentation and classification datasets using various preprocessing techniques.

• Address the issue of different class labels in different nuclei segmentation and classification 
datasets using a custom loss function and hierarchical representation of available class labels.

• Evaluate the effectiveness of the technique on using test splits.
• Evaluate the effectiveness of the technique for domain generalization.



Datasets used

Multiple histopathology datasets of different organs and magnifications were surveyed
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Data Preprocessing

Problem: Staining variability of H&E dye

Solution: Random brightness, saturation and hue augmentations (Alternative – Colorjitter augmentation)

Problem: Class imbalance of nuclei

Solution: Geometric augmentations (flips, rotations) and elastic augmentations to resample less frequent classes

Problem: Magnification differences in datasets

Solution: 256x256 patches, corresponding segmentation and classification masks extracted having similar magnification
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Technique - Custom loss function

modified to

Where tij are one-hot labels, yij are class probabilities, k are super classes 
– denoted by j€Sk, n is number of training instances and c is number of 
classes, m is number of super classes, tik is a binary indicator for super 
class labels, ε is a small constant to prevent division by 0, α > 0, γ > 0 are 
hyper-parameters

IF ONLY SUPER-CLASS 
LABELS AVAILABLE, WE 

SUM THE PREDICTED SUB-
CLASS PROBABILITIES, ELSE 

WE USE SUB-CASS 
PROBABILITIES

THE SET OF  SUB-CLASSES 
TO BE COMBINED IN THE 

LOSS CAN 
DYNAMICALLY CHANGE 

OVER INSTANCES, BATCHES, 
EPOCHS OR DATASETS

Cross entropy loss

Focal Tversky loss [4]

modified to

[4] Abraham, N. and Khan, N. M. (2018). A novel focal tversky loss function with 
improved attention u-net for lesion segmentation.



Model – StarDist [5][6]

It segments objects accurately by approximating them with star-convex polygons

UNet backbone with additional heads that predict for each pixel:
• Object probability
• Class probability
• Radial distance to object boundary

Optimizer used: Adam

Non-maximum suppression done to remove multiple polygons representing the same object

[5] U. Schmidt, M. Weigert, C. Broaddus, and G. Myers, “Cell detection with star-convex polygons,” in Medical Image Computing and Computer Assisted Intervention – MICCAI 2018. 
Springer International Publishing, 2018, pp. 265–273. [Online]. Available: https://doi.org/10.1007%2F978-3-030-00934-2 30
[6] M. Weigert and U. Schmidt, “Nuclei instance segmentation and classification in histopathology images with stardist". in 2022 IEEE International Symposium on Biomedical Imaging 
Challenges (ISBIC). IEEE, mar 2022. [Online]. Available: https://doi.org/10.1109%2Fisbic56247.2022.9854534



Experiments conducted

Experiments

Test splits

Train on B 

Test on  B

Train on A & B 

Test on B

Domain 

Generalization

Train on A 

Test on C

Train on A & B 

Test on C

Metric used: Panoptic Quality[7]

[7] Kirillov, A. et al. (2019). Panoptic segmentation. In Proceedings of the IEEE/CVF 
conference on computer vision and pattern recognition, pages 9404–9413

Where,

TP = True positive predicted pixels
FN = False negative predicted pixels
FP = False positive predicted pixels
IoU= Intersection of prediction and ground truth 
pixels divided by their union  (TP)/(TP + FP + FN)

p=Predicted pixels
g=Ground truth pixels



Labels splits results

Training on dataset A followed by training on 
dataset B gives better results on dataset B as 
compared to training on dataset B alone.



Domain Generalization results

Training on dataset A followed by training on 
dataset B gives better results on dataset C as 
compared to training on dataset A alone.



Discussion – Training strategies

For test split results, we can observe 
that the improvement is more 
pronounced when the pretraining 
dataset is more generalized and has a 
super-set of classes and organs as 
compared to the target dataset.

For domain generalization, we can 
observe that a more pronounced 
improvement occurs when the fine-
tuning dataset is more generalized and 
has a super-set of classes and organs 
as compared to the other datasets.



Scope - Generalization

Datasets

• This technique can 
be used with 
datasets having 
distinct as well as 
overlapping class 
labels which can 
be structured as a 
hierarchy.

Loss functions

• Loss functions 
must be additive, 
i.e. involving sums 
over predicted and 
ground truth class 
probabilities while 
summing over 
instances 
or pixels.

Model architectures

• This technique can 
be applied to any 
deep neural 
network 
architectures 
trainable using 
these loss 
functions.



Conclusion

Novel method for combining datasets with different label sets

Datasets
Data 
preprocessing

Class hierarchy 
tree

Custom loss 
function

Model 
selection

Training 
strategy

Improved 
results on tests 

splits

Improved 
results on 
domain 

generalization

Achieved state-of-the-art panoptic quality on the CoNSeP dataset
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