
The Problem: Indian languages pose ASR evaluation 
challenges due to morphological richness, compound words, 

and non-standardized transliterations/spellings.
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Additional observations:
• Marathi: A Marathi prompt and the Hindi prompt were applied to both Marathi and Hindi sentences. Both prompts correlated well 

with human scores, but the Hindi prompt outperformed the Marathi one—likely due to the LLM’s greater familiarity with Hindi.
• Malayalam, Kannada: Correlation dropped  due to structural differences, but  language-specific nuances were captured effectively. 
• English: The gap between WER–human and LASER–human correlations was small, indicating fewer no-penalty and minor-penalty 

errors—likely because English is less morphologically complex than Indic languages. 
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Datasets:

• Hindi, Marathi, 
Malayalam, Kannada - 
Indicvoices data; 
SeamlessM4T for ASR

• English - CommonVoice
data; Whisper for ASR

LLMs:

• Gemini 2.5 Pro

• Gemini 2.5 Flash

• GPTo3

• GPTo4mini

Score Evaluation:

• Human given same 
instructions as the LLM 
prompt. 

• Calculate correlation of 
human scores with 
LASER scores.

Our Aim: To develop a semantically-aware, fine-grained ASR 
evaluation metric for such languages, beyond traditional 

metrics, to allow for fairer ASR evaluation.

LASER assigns 0, 0.5, and 1-point penalties to no-penalty, 
minor-penalty, and major-penalty error types. 
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• Gemini 2.5 Pro correlates more strongly with human annotations than traditional metrics do, for all languages.
• Hindi prompt transfers effectively to Marathi, Kannada, Malayalam, English (within and across language families)

Prediction 
and GT

High WER (>0.35) samples with high LASER scores had mostly 
non-penalizable errors, while low LASER scores reflected true 
semantic mismatches - validating LASER’s effectiveness.
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Results:
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