
Aim: To efficiently utilize textual and cross-lingual speech data in a computationally efficient manner  
to enhance the ASR performance of multilingual multimodal models for low-resource languages.

Can fine-tuning the length adaptor with speech from a 
related language, combined with target language text 
adaptation, improve the ASR quality in an extremely low-
resource setting without any available speech data?

Hypothesis

A length adapter (left) 

can capture the 

prosodic features of a 

language without 

overfitting on its syntax.

System A: Only ASR finetuning (ASR FT)

System T-A: Text-only adaptation followed by ASR FT

We analyze the adaptation strategies for 6 Indic languages. 
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Adapting the Text Decoder with translated transcript pairs 

improves the ASR performance of SeamlessM4T, achieving 

both data and parameter efficiency.

Target Languages: Maithili & Odia

High-resource Pivots: Bengali (Related) & Kannada (Unrelated)

Key Result: 17% reduction in relative WER in a zero-shot 
setting without any labeled speech from the target language.

A multimodal model like SeamlessM4T can be fine-tuned 

in a parameter-efficient manner with either speech or text 

data by inserting adapters in the pretrained base model.

We test our adaptation techniques using the primarily 

conversational speech data from IndicVoices Dataset.

* Equal Contribution

Length adaptor with just 5 hours of labeled speech provides 

significant improvement in ASR performance using  < 10 % 

of the total parameters.

PEFT For ASR

Cross-lingual Transfer Learning

Text-only Adaptation

Combining Both Techniques
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